Analysis of assets for virtual reality applications in neuropsychology
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Virtual reality (VR) technology offers new opportunities for the development of innovative neuropsychological assessment and rehabilitation tools. VR-based testing and training scenarios that would be difficult, if not impossible, to deliver using conventional neuropsychological methods are now being developed that take advantage of the assets available with VR technology. If empirical studies continue to demonstrate effectiveness, virtual environment applications could provide new options for targeting cognitive and functional impairments due to traumatic brain injury, neurological disorders, and learning disabilities. This article focuses on specifying the assets that are available with VR for neuropsychological applications along with discussion of current VR-based research that serves to illustrate each asset. VR allows for the precise presentation and control of dynamic multi-sensor 3D stimulus environments, as well as providing advanced methods for recording behavioural responses. This serves as the basis for a diverse set of VR assets for neuropsychological approaches that are detailed in this article. We take the position that when combining these assets within the context of functionally relevant, ecologically valid virtual environments, fundamental advancements can emerge in how human cognition and functional behaviour is assessed and rehabilitated.
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INTRODUCTION

The field of neuropsychology has grown exponentially over the last three decades. Neuropsychologists have been leaders in providing an understanding of brain organisation and brain behaviour relationships, giving new insight into the nature and consequences of brain damage, disease and developmental disorders, as well as normal ageing processes. Neuropsychologists have developed a wide range of measures to assess cognitive, sensory, and motor abilities, as well as behavioural and self-regulatory functions. The field has maintained high standards with regard to ensuring that neuropsychological (NP) measures are reliable and have adequate construct validity. However, a continuing and important challenge for neuropsychologists has been to find ways to better measure, understand, and predict everyday functional capacities (Wilson, 1997). Borrowing principals and themes from cognitive neuroscience, there has been a tendency to explain behaviour by attempting to break it down into separate cognitive abilities or component parts. As a result, although perhaps theoretically useful, many NP tasks themselves appear quite dissimilar to the demands of everyday life. Given the potential mismatch between NP test demands and those of everyday functioning, the predictability of many commonly used NP measures for aspects of adaptive functioning and real-life performance has been called into question. Some neuropsychologists have advocated “top down” tasks, which require integration of a number of cognitive abilities and higher levels of self-monitoring (Shallice & Burgess, 1991) to better emulate real-life demands. Although such tasks are a step in the right direction, they fail to assess the impact of precise presentation and timing of subtle changes to stimuli and do not analyse response characteristics in any detail. Control or measurement of these aspects of tasks and task performance may be quite important in the prediction of actual everyday abilities and real-life function.

Another domain in which cognitive and behavioural assessment play a critical role is in rehabilitation. The identification of useful rehabilitation goals and the measurement of meaningful rehabilitation outcomes are critically dependent on an accurate and reliable assessment of real-world adaptive functioning. Whereas NP assessment may be undertaken for multiple purposes, including diagnosis and description, rehabilitation planning and rehabilitation outcome assessment are critically dependent on tools and techniques that closely predict the individual’s ability to function within natural contexts, with all their attendant stimuli and multiplicity of demands. Indeed, the most consistent concern with respect to rehabilitation techniques has been limitations in the ecological validity of the actual rehabilitation activities and resultant limitations in generalisation of new abilities, knowledge, and/or skills (Carney et al., 1999; Park & Ingles, 2001; Ylvisaker & Feeney, 1998).
WHY VIRTUAL REALITY?

The development of virtual reality (VR) technology holds the potential to address many of these areas of concern. By its nature, VR is designed to simulate naturalistic environments. Within these environments, researchers and clinicians can present more ecologically relevant stimuli imbedded in a meaningful and familiar context. Rather than try to predict functional implications from a decontextualised measure of attention, for example, one can look at the effects of systematically increasing ecologically relevant attentional demands in a virtual environment (VE), such as a classroom, office, or store. VR technology allows for exquisite timing and control over distractions, stimulus load and complexity, and can alter these variables in a dynamic way contingent on the response characteristics of the client. Response characteristics in terms of accuracy, timing, and consistency can also be collected to allow a finer and detailed analysis of responses.

When discussion of the potential for VR applications in neuropsychology first emerged in the mid-1990s (Pugnetti et al., 1995; Rizzo, 1994; Rose, Attree, & Johnson, 1996), the technology to deliver on the anticipated “visions” was not in place. Consequently, during these early years VR suffered from a somewhat imbalanced “expectation-to-delivery” ratio, as most users trying systems during that time will attest. The “real” thing never quite measured up to expectations generated by some of the initial media hype, as delivered for example in the films “The Lawnmower Man” and “Disclosure”. Yet the idea of producing simulated virtual environments that allowed for the systematic delivery of ecologically relevant cognitive challenges was compelling and made intuitive sense. As well, a long and rich history of encouraging findings from the aviation simulation literature lent support to the concept that testing and training in highly proceduralised VR simulation environments would be a useful direction for neuropsychology to explore (Johnston, 1995; Rizzo, 1994). Within this context, a small group of researchers began the initial work of exploring the use of VR technology for applications designed to target cognitive/functional performance in populations with CNS dysfunction. While a good deal of this early work employed non-head mounted display flatscreen environments, these less immersive systems produced encouraging results (Cromby, Standen, Newman, & Tasker, 1996; Rose, Attree, & Johnson 2001; Stanton, Foreman, & Wilson, 1998). This work demonstrated the unique value of the technology, served to inform future applications and created a demand for the assets available with more immersive VR approaches.

Over the last few years, revolutionary advances in the underlying VR enabling technologies (i.e., computation speed and power, graphics and image rendering technology, display systems, interface devices, immersive audio, haptics tools, wireless tracking, voice recognition, intelligent agents,
and authoring software) have supported development resulting in more powerful, low-cost PC-driven VR systems. Such advances in technological “prowess” and accessibility have provided the hardware platforms needed for the conduct of human research within more usable and useful VR scenarios. From this, current research efforts to develop more accessible VR systems have produced applications that are delivering encouraging results on a wide range of cognitive, physical, emotional, social, vocational and psychological human issues and research questions (Blascovich et al., 2002; Rizzo, Buckwalter, & van der Zaa, 2002a; Weiss & Jessel, 1998; Zimand et al., in press).

**ANALYSIS OF VR ASSETS**

What makes VR application development in this area so distinctively important is that it represents the potential for more than a simple linear extension of existing computer technology for human use. This was recognised early on in a visionary article (“The experience society”) by VR pioneer, Myron Kruegar (1993), in his prophetic statement that, “…Virtual Reality arrives at a moment when computer technology in general is moving from automating the paradigms of the past, to creating new ones for the future”. (p. 163). By way of the capacity of VR to place a person within an immersive, interactive computer-generated simulation environment, new possibilities exist that go well beyond simply automating the delivery of existing paper and pencil testing and training tools on a personal computer. However, while encouraging on a theoretical level, the value of this technology for neuropsychology still needs to be substantiated via systematic empirical research with normal and clinical populations that can be replicated by others. To accomplish this first requires specification as to the real assets that VR offers that add value over existing methodologies, as well as further exploration of its current limitations. Non-immersive computerised testing and training tools have been available for some time and a case can be made that they offer some of the same features found with immersive head-mounted display VR. As well, in spite of the many claims that computers would revolutionise cognitive rehabilitation in the late 1980s, the manifested value of these tools have been questioned by some (Robertson, 1990). Therefore it becomes imperative that research be conducted to determine the incremental value of VR-specific assets (i.e., immersive, naturalistic and/or supra-normal human computer interaction) over already existing methods. To address these issues we will discuss the assets that are available with VR along with examples of NP assessment and rehabilitation research and findings from related fields that illustrate the relevance of these assets. Challenges that still need to be addressed will also be discussed.
The capacity to systematically deliver and control dynamic, interactive 3D stimuli within an immersive environment that would be difficult to present using other means

One of the cardinal assets of any advanced form of simulation technology involves the capacity for systematic delivery and control of stimuli. This asset provides significant opportunities for advancing NP methods. In fact, one could conjecture that the basic foundation of all human research methodology requires the systematic delivery and control of an environment and the subsequent capture and analysis of the behaviour that occurs within the environment. In this regard, an ideal match appears to exist between the stimulus delivery assets of VR simulation approaches and the requirements of NP assessment and rehabilitation. Much like an aircraft simulator serves to test and train piloting ability, VEs can be developed to present simulations that assess and rehabilitate human cognitive and functional processes under a range of stimulus conditions that are not easily controllable in the real world. This “Ultimate Skinner Box” asset can be seen to provide value across the spectrum of NP approaches, from analysis at a molecular level targeting component cognitive processes (e.g., selective attention performance contingent on varying levels of stimulus intensity exposure), to the complex targeting of more molar functional behaviours (e.g., planning and initiating the steps required to prepare a meal in a chaotic setting).

This asset can be seen to allow for the hierarchical delivery of stimulus challenges across a range of difficulty levels. For example, an individual’s rehabilitation could be customised to begin at a stimulus challenge level most attainable and comfortable for them, with gradual progression of difficulty level based on that individuals’ performance. The rehabilitation of driving skills following traumatic brain injury is one example where individuals may begin at a simplistic level (i.e., straight, non-populated roads) and gradually move along to more challenging situations (i.e., crowded, highway roads) (Schultheis & Mourant, 2001). This asset would also provide the opportunity to identify, implement and modify individual compensatory strategies that can be tested at various hierarchical levels of challenge within a VE modelled after a targeted real-world environment. Repeated practice could result in “successful learning” and produce positive reinforcement of compensatory strategy use that could potentially enhance the generalisation of these strategies to everyday activities. As well, the successful execution of many everyday activities often requires the integration of a variety of cognitive functions, and subsequent component evaluation of these complex behaviours is often challenging to clinicians and researchers. By providing options for stimulus control within a VE, the impact of specific component cognitive assets and limitations may be better isolated, assessed and rehabilitated.
Enhanced stimulus control also can result in better consistency of stimulus presentations. Naturally occurring changes in “everyday” real-world settings typically make the exact repetition of assessment unfeasible and this inconsistency can negatively impact on the standardisation of defining and measuring specific behaviours. For example, current assessment and rehabilitation approaches of everyday functional skills, such as ambulation in the community, are currently limited by the inability to control and repeat exact stimuli in relevant settings (i.e., in the street, within office buildings). Subsequently, assessment and rehabilitation is typically conducted within a more controlled environment (e.g., gymnasium), which may not reflect the actual demands of ambulation in the “real world”. The application of VR to this approach would address this limitation by allowing assessment and rehabilitation in more functionally relevant VEs (e.g., city streets) while still allowing clinicians and researchers full control over stimulus presentations. This level of control could serve to improve consistency across assessments and interventions and allow for increased standardisation and validation of methods for assessing complex behaviours. Examples of such VR applications include the development of “virtual cities” and other complex environments for assessing and rehabilitating wayfinding (Brown, Kerr, & Bayon, 1998), the use of public transportation (Mowafy & Pollack, 1995), and a wide range of other instrumental activities of daily living (see review in Rizzo et al., 2002a).

The capacity to create more ecologically valid assessment and rehabilitation scenarios

Traditional NP assessment and rehabilitation has been criticised as limited in the area of ecological validity, that is, the degree of relevance or similarity that a test or training system has relative to the “real” world (Neisser, 1978). While existing NP tests obviously measure behaviours mediated by the brain, controversy exists as to how performance on analogue tasks relates to complex performance in an “everyday” functional environment. By designing virtual environments that not only “look like” the real world, but actually incorporate challenges that require ‘real-world’ functional behaviours, the ecological validity of cognitive/functional performance assessment and rehabilitation could be enhanced. As well, the complexity of stimulus challenges found in naturalistic settings could be presented while still maintaining the experimental control required for rigorous scientific analysis and replication. Thus, VR-derived assessment results could have greater predictive validity/clinical relevance and a more direct linkage to both restorative and functional NP rehabilitation approaches.

A number of examples illustrate efforts to enhance the ecological validity of assessment and rehabilitation by designing VEs that are “replicas” of relevant archetypic functional environments. This has included the creation
of virtual cities (Brown et al., 1998; Costas, Carvalho, & de Aragon, 2000), supermarkets (Cromby et al., 1996); homes (Rose, Attree, Brooks, & Andrews, 2001); kitchens (Christiansen et al., 1998; Davies et al., 1998), school environments (Stanton et al., 1998; Rizzo et al., 2000), workspaces/offices (McGeorge et al., 2001; Schultheis & Rizzo, 2002); rehabilitation wards (Brooks et al., 1999) and even a virtual beach (Elkind et al., 2001). While these environments vary in their level of pictorial or graphic realism, this factor may be secondary in importance, relative to the actual activities that are carried out in the environment for determining their value from an ecological validity standpoint. Interestingly, when in a virtual environment, humans often display a high capacity to “suspend disbelief” and respond as if the scenario was real. It could be conjectured that the “ecological value” of a VR task that needs to be performed may be well supported in spite of limited graphic realism and less immersion (such as in flatscreen systems). In essence, as long as the VR scenario “resembles” the real world, possesses design elements that replicate key real-life challenges and the system responds well to user interaction, then ecological validity is enhanced beyond existing analogue approaches. Evidence to support this view can be drawn from clinical VR applications that address anxiety disorders. While a number of the successful VR scenarios designed for exposure-based therapy of specific phobias would never be mistaken for the real world, clients within these VEs still manifest physiological responses and report subjective units of discomfort levels that suggest they are responding “as if” they are in the presence of the feared stimuli (Wiederhold & Wiederhold, 1998).

This point is also illustrated in a number of examples where VR has been applied to target executive functioning and wayfinding. In the mid-1990s, using graphic imagery that would be considered primitive by today’s standards, Pugnetti et al. (1995; 1998) developed a head-mounted display delivered VR scenario that embodied the cognitive challenges that characterise the Wisconsin Card Sorting Test (WCST). The scenario consisted of a virtual building within which users were required to use environmental clues to aid in the correct selection of appropriate doorways needed to pass from room to room through the structure. The doorway choices varied according to the categories of shape, colour and number of portholes. Similar to the WCST, the correct choice criteria were changed after a fixed number of successful trials, and the user was then required to shift cognitive set, look for clues and devise a new choice strategy in order to successfully pass into the next room. In one study, Pugnetti et al. (1998) compared a mixed group of neurological patients (multiple sclerosis, stroke, and traumatic brain injury) with normals’ performance on both the WCST and on this head-mounted display executive function system. Results indicated that the VR results mirrored previous anecdotal observations by family members of everyday performance deficits in the patient populations. Although the psychometric properties of the VE task were
comparable to the WCST in terms of gross differentiation of patients and controls, weak correlations between the two methods suggested that the methods measured different aspects of these functions. A detailed analysis of the VR task data indicated that specific preservative errors appeared earlier in the test sequence compared to the WCST. The authors suggested that “…this finding depends on the more complex (and complete) cognitive demands of the VE setting at the beginning of the test when perceptuomotor, visuospatial (orientation), memory, and conceptual aspects of the task need to be fully integrated into an efficient routine” (p. 160). The detection of these early “integrative” difficulties for this complex cognitive function may be particularly relevant for the task of predicting real-world capabilities from test results.

This was further evidenced in a detailed single subject case study of a stroke patient using this system. In this report (Mendozzi et al., 1998), results indicated that the VR system was more accurate in identifying executive function deficits in a highly educated patient two years post-stroke, who had a normal WCST performance. The VR system, although using graphic imagery that would never be mistaken for the real world, was successful in detecting deficits that had been reported to be limiting the patient’s everyday performance, yet were missed using existing NP tests. These results are in line with the observation that patients with executive disorders often perform relatively well on traditional NP tests of “frontal lobe function”, yet show marked impairment in controlling and monitoring behaviour in real-life situations (Shallice & Burgess, 1991).

Similar findings were recently reported by McGeorge et al. (2001) in a study comparing real world and virtual world “errand running” performance in five traumatic brain injury patients and five matched normal controls. The selection of the patient sample for this study was based on staff ratings that indicated poor planning skills. However, the patient and control groups did not differ significantly from normative values on the Behavioural Assessment of the Dysexecutive Syndrome (BADS) battery (Wilson et al., 1996). Videotaped performance of subjects was coded and compared while performing a series of errands in the University of Aberdeen psychology department (real world) and within a flatscreen VR scenario modelled after this environment. Performance in both the real and virtual environment, as defined as the number of errands completed in a 20-minute period, was highly correlated ($r = .79; p < .01$). Interestingly, while the groups did not differ on age-corrected standardised scores on the BADS, significant differences were found between the groups in both the real world and virtual testing. This finding suggests several things. First, performance in the real and virtual world was functionally similar, second, patient and control groups could be discriminated equally using real and virtual tests while this discrimination was not picked up by standardised testing with the BADS, and third, that both measures of real and virtual world performance showed
concordance with staff observations of planning skills. That these results support the view that VR testing may possess higher ecological value is in line with the observation by Shallice and Burgess (1991) that traditional NP tests do not demand the planning of behaviour over more than a few minutes, or the prioritisation of competing subtasks and may result in less effective prediction of real world performance.

In the area of rehabilitation, a number of studies have supported the ecological value of VR training for wayfinding in both developmentally disabled teenagers navigating a supermarket (Cromby et al., 1996) and for school navigation in children in wheelchairs with limited experience in independent wayfinding (Stanton et al., 1998). Further initial support for the ecological value of VR wayfinding training can be found in a case study by Brooks et al. (1999). In this report, a female stroke patient with severe amnesia showed significant improvements in her ability to find her way around a rehabilitation unit following training within a VE modelled after the unit. This was most notable given that prior to training, the patient had lived on the unit for two months and was still unable to find her way around, even to places she had visited regularly. In the first part of the training, improvements on two routes were seen after a three-week period of VE route practice lasting only 15 minutes per weekday and retention of this learning was maintained throughout the patient’s stay on the unit. In the second part of the study, the patient was trained on two more routes, one utilising the VE, and the other actually practising on the “real” unit. Within two weeks the patient learned the route practised in the VE, but not the route trained on the real unit, and this learning was maintained throughout the course of the study (Brooks et al., 1999). The authors account for this success as being due in part to the opportunity in the VE for quicker traversing of the environment than in the real world, which allowed for more efficient use of training time. Another factor in this success may be that the VE training did not contain the typical distractions normally present when real-world training is conducted that might have impeded route learning. It might be found that the gradual fading in of distractions would be useful for inoculating the patient to the potentially deleterious impact of their inevitable presence in the real world and further enhance the ecological value of this form of rehabilitation.

These findings lend support to the view that due to the similarity of VR testing or training tasks with the demands of the real world, the enhancement in ecological validity promotes the generalisability of such results to functional real-world performance. Thus, VR assessment results could have enhanced clinical relevance and serve as a basis for the development of both restorative and contextual cognitive rehabilitation approaches. However, before this vision can be fully reached, technological advances need to occur in the area of human–computer interaction interfacing devices. Current technology is still limited in the degree to which a user can naturalistically interact with the
challenges presented in a VE. From a human–computer interaction perspective, a primary concern involves how to design more naturalistic and intuitive tools for human interfacing with such complex systems. In order for persons with cognitive impairments to be in a position to benefit from VR applications, they must be able to learn how to navigate and interact within the environment. Many modes of VR interaction (i.e., data-gloves, joy sticks, 3D mice, etc.), while easily mastered by unimpaired users, could present problems for those with cognitive difficulties. Even if patients are capable of using a VR system at a basic level, the extra non-automatic cognitive effort required to interact/navigate could serve as a distraction and limit assessment and rehabilitation processes. In this regard, Psotka (1995) hypothesises that facilitation of a “single egocentre” found in highly immersive interfaces serves to reduce “cognitive overhead” and thereby enhance information access and learning. This is an area that needs the most attention in the current state of affairs for VR applications designed for populations with CNS dysfunction, and an excellent review of these tools and issues can be found in Bowman, Kruijff, LaViola, and Poupyrev (2001).

The delivery of immediate performance feedback in a variety of forms and sensory modalities

The capacity for systematic delivery and control of stimuli presented to users in a VE can serve as a significant asset for the development of NP assessment and rehabilitation scenarios. This asset can also be harnessed to provide immediate performance feedback to users contingent on the status of their efforts. Such automated delivery of feedback stimuli can appear in graded (degree) or absolute (correct/incorrect) forms and can be presented via any or multiple sensory modalities (although mainly audio, visual, or tactile is used) depending on the goals of the application and the needs of the user. This is an intuitively essential component for rehabilitation efforts as performance feedback is generally accepted to be necessary for most forms of learning or skill acquisition (Sohlberg & Mateer, 1989; 2001).

While VR-based feedback can be presented to signal performance status in a form that would not naturally occur in the real world (e.g., a soft tone occurring after a correct response), more relevant or naturalistic sounds can also be creatively applied to enhance both ecological validity and the believability of the scenario. For example, in an Internet delivered VR application designed to help children with learning disabilities practise escape from a house fire (Strickland, 2001), the sound of a smoke detector alarm raises in volume as the child gets near to the fire’s location. As the child successfully navigates to safety, the alarm fades contingent on the child choosing the correct escape route. An efficacy study of this application is currently in progress (Dorothy Strickland, personal communication, 21 August, 2002).
The potential value of virtual reality feedback for NP rehabilitation applications can also be conjectured from applications designed to support physical therapy in adults following a stroke (Jack et al., 2001; Deutsch, Latonio, Burdea, & Boian, 2001). These applications use various glove and ankle VR interface devices that translate the user’s movements into a visible and somewhat relevant activity that is presented graphically on a flatscreen display. For example, in one application, as the user performs a prescribed hand exercise designed to enhance fractionation (independence of finger motion), the image of a hand appears on the display, playing a piano keyboard, reflecting the actual hand movements of the client. In a similar application, the appropriate hand movement moves a “wiper” that serves to reveal an interesting picture along with display of a graphic rendering of a performance meter representing range of movement. These features not only serve as a mechanism for providing feedback regarding the ongoing status of targeted movement, but could be potentially used as a motivator. Results from this laboratory with stroke patients, presented in a series of seven case studies, reported positive results for rehabilitating hand performance across range, speed, fractionation and strength measures (Jack et al., 2001). In one noteworthy case, functional improvement was reported in a patient who was able to button his shirt independently for the first time post-stroke following two weeks of training with the VR hand interface. As well, by making the repetitive and sometimes boring work of physical therapy exercise more interesting and compelling, patients reported enhanced enjoyment leading to increased motivation.

For assessment purposes, although performance feedback is not typically a component of traditional testing, there may be a well-matched place for it in the emerging area of “dynamic” testing (Sternberg, 1997). In a critique of traditional cognitive and ability performance testing, Sternberg posits that dynamic interactive testing provides a new option that could supplement traditional “static” tests. The dynamic assessment approach requires the provision of guided performance feedback as a component in tests that measure learning. This method appears well suited to the assets available with VR technology. In fact, VEs might be the most efficient vehicle for conducting dynamic testing in an ecologically valid manner while still maintaining an acceptable level of experimental control.

The provision of “cuing” stimuli or visualisation tactics designed to help guide successful performance to support an error-free learning approach

The capacity for dynamic stimulus delivery and control within a VE also allows for the presentation of cueing stimuli that could be used for “error-free” learning approaches in cognitive rehabilitation scenarios. This asset
underscores the idea that in some cases it may not be desirable for VR to simply mimic reality with all its incumbent limitations. Instead, stimulus features that are not easily deliverable in the real world can be presented in a VE to help guide and train successful performance. In this special case of stimulus delivery, cues are given to the patient prior to a response in order to help guide successful error-free performance. Error-free training in contrast to trial and error learning has been shown to be successful in a number of investigations with such diverse subjects as pigeons to persons with developmental disabilities, schizophrenia, as well as a variety of CNS disorders (see Wilson & Evans, 1996 for review).

The basis for these findings regarding error-free learning may lie in reports that indicate that in persons with neurologically based memory impairment, certain memory/learning processes often remain relatively intact. Procedural, or skill memory, is one such cognitive operation (Cohen & Squire, 1980; Charness, Milberg, & Alexander, 1988). This type of memory ability concerns the capacity to learn rule-based or automatic procedures including motor tasks, certain kinds of rule-based puzzles, and sequences for running or operating equipment, tools, computers, etc. (Sohlberg & Mateer, 1989). Procedural memory can be viewed in contrast to declarative, or fact-based memory, which is usually more impaired following central nervous system (CNS) insult and less amenable to rehabilitative improvement. Additionally, patients often demonstrate an ability to perform procedural tasks without any recollection of the actual training. This is commonly referred to as implicit memory (Graf & Schacter, 1985) and its presence is indicative of a preserved ability to process and retain new material without the person’s conscious awareness of when or where the learning occurred.

VR, by way of its interactive and immersive features, could provide training environments that foster cognitive/functional improvement by exploiting a person’s preserved procedural abilities. Hence, cognitive processes could be restored via procedures practised successfully and repetitively within a VE that contains functional real-world demands. Whether the person actually had any declarative recall of the actual training episodes is irrelevant, as long as the learned process or skill is shown to generalise to functional situations. Error-free learning strategies could be well integrated into a VE by way of thoughtful presentation of cueing stimuli within dynamic stimulus presentations. The real challenge would then be to somehow translate difficult declarative (and semantic) tasks into procedural learning activities, with the goal being the restoration of the more complex higher reasoning abilities.

Very few studies have examined the direct or specific effects of providing such cueing stimuli (compared to trial and error training) within a VE. In the only VR-based head-to-head comparison of this type, Connor et al. (2002), has
reported a series of case studies on the use of a haptic joystick mediated “Trails B” type training task. In the error-free condition, the haptic joystick restricted movement on a flatscreen trails-type task such that the patient was not allowed to make navigation errors. Mixed findings were reported, but error-free training resulted in significant response speed improvements compared to errorful training in some cases. Other studies have reported on the inclusion of an error-free component embedded within an overall VR training approach with more encouraging findings. For example, in the Brooks et al. (1999) case study previously cited, error-free training for wayfinding in a rehabilitation ward was one component in a VR training system that produced positive transfer to the real ward. Harrison, Derwent, Enticknap, Rose, and Attree (2002) also reported the use of cueing stimuli in a VR system designed to train manoeuvrability and route-finding in novice motorised wheelchair users. This scenario provided a series of arrows that were presented with the caption “Go this way” to guide successful route navigation whenever the user would stray into areas where invisible “collision boxes” were programmed in the environment. Two patients with severe memory impairments took part in route finding training over the course of seven days. Post-testing on the real routes produced mixed results with the patients successfully learning two subsections of the test routes but failing to eradicate errors on two further subsections of the routes. The investigators felt that further collision detection refinement of the system will be required to support accurate prompt delivery to patients before a more systematic group test will be possible.

Cueing stimuli have also been incorporated into a VE designed for executive function assessment and training in the context of a series of food preparation tasks within a virtual kitchen scenario (Christiansen et al., 1998). This scenario consists of a head-mounted display VE of a kitchen in which patients have been assessed in terms of their ability to perform 30 discrete steps required to prepare a can of soup and make a sandwich. Various auditory and visual cues can be presented to help prompt successful performance. However the specific effect of this cueing has not been isolated, nor was a system in place to prevent errors from actually occurring (although successful usability findings—30 patients with minimal side-effects—has been reported along with acceptable test/retest reliability coefficients for use of this system, Christiansen et al., 1998). These researchers report ongoing enhancements to the system regarding the delivery of more complex challenges and increased flexibility in the presentation of cueing stimuli.

Generally, it appears that the provision of cueing stimuli to support error-free rehabilitation in a VE is promising in concept and supported by findings using traditional methods. However, empirical support in the form of systematic group VR data is still lacking. Part of the difficulty up to now has been due to programming challenges for tracking the user’s position in the VE as was reported in Harrison et al. (2002), and for accurately providing prompts
and restricting errors in an automatic fashion. This has become less of a problem with recent advances in collision detection and “physics” software, but still may be difficult as programming is typically not the clinician’s primary skill. However, as better “end-user” programming technologies come along, this may become less of an issue.

Technology challenges aside, VR-based research that could adequately explore the error-free “cueing” issue would require at least an errorless condition that could be compared with trial and error methods as seen in Connor et al. (2002). As well, the sensory mode of cue presentation should be explored to determine whether auditory cueing could be a useful option relative to the types of visual cues typically seen in the form of word captions and arrow pointers. If auditory cueing was found to be of equal effectiveness, it would reduce graphic requirements in system programming. Importantly, auditory prompting may also better resemble and “provoke” self-talk instruction methods that might support generalisation to the real world of self-generated subvocal prompting on the part of the patient. If key prompting statements could be specified in advance, it would be possible to pre-record the patient speaking supportive cues in their own voice. When these cues are played back at strategic choice points within the VE, the patient could be directed more naturally by this form of “inner-voice” guidance. Also, since the early reports in this area have thus far mainly focused on spatial navigation and object localisation, cues have been limited to the visual mode for pointing direction and labelling objects. Perhaps more complex tasks could be trained with inclusion of auditory cueing in this manner that could support error free training for the type of integrative problem solving required for effective executive functioning.

Finally, if the user-interfacing tools could be effectively designed, it would be possible to incorporate the use of various electronic compensatory devices into the VR interaction strategy as a method to deliver prompts in a fashion similar to how the patient is being encouraged to use these devices in the real world. This could take the form of assessing what level of “augmentive” information could actually be used by patients to assist in compensatory strategies aimed at improving day-to-day functional behaviour and for training patient’s effective use of these devices under a variety of environmental challenges.

The capacity for complete performance capture and the availability of a more naturalistic/intuitive performance record for review and analysis

The review of a client’s performance in any assessment and training activity typically involves examination of numeric data and subsequent translation of that information into graphic representations in the form of tables and graphs. Sometimes videotaping of the actual event is used for a more
naturalistic review and for behaviour rating purposes. These methods, while of some value, are typically quite labour intensive to produce and sometimes deliver a less than intuitive method for visualizing and understanding a complex performance record. These challenges are compounded when the goal of the review is to provide feedback and insight to clients whose cognitive impairments may preclude a useful understanding of traditional forms of data presentation. VR offers the capability to capture and review a complete digital record of performance in a virtual environment from many perspectives. For example, performance in a VE can be later observed from the perspective of the user, from the view of a third party or position within the VE and from what is sometimes termed, a “God’s eye view”, from above the scene with options to adjust the position and scale of the view. This can allow a client to observe their performance from multiple perspectives and repeatedly review their performance. Options for this review also include the modulation of presentation as in allowing the client to slow down rate of activity and observe each behavioural step in the sequence in “slow motion”.

Advanced programmes to do this have already been developed by the military to conduct what is termed “after action reviews” (Morrison & Meliza, 1999). In military VR applications that often include multiple participants in a shared virtual space, a computerised after action review tool can allow the behaviour of any participant to be reviewed from multiple vantage points at any temporal point in the digital training exercise. This is now standard procedure for military simulation training, but has had limited application in traditional NP approaches. With the exception of less naturalistic review of paper and pencil results and the occasionally review of a client’s videotaped performance from a single fixed position, the capacity to provide more intuitive “first-person” perspective views to clients has not been feasible with existing technology.

Thus far, this VR asset has begun to appear as a feature for reviewing navigational performance in a number of wayfinding and place learning applications (Astur, Oriz, & Sutherland, 1998; Jacobs, Laurance, & Thomas, 1997; Skelton et al., 2000). This has mainly been used in applications where a tracked movement record is vital for measuring the dependent variable of exploratory behaviour. Systematic studies of the clinical use of this form of performance record review have yet to appear in the literature, although the capacity to present this information exists with most applications, but requires additional programming to extract and display it. In this regard, the first author’s laboratory has developed a visual record review method for replaying children’s head movements while they are tracking stimuli within a virtual classroom. This application (Rizzo et al., 2000; 2002b) takes data from a magnetic field tracking device positioned on top of the head-mounted display and represents the captured movement via a virtual representation of a person’s head. The head faces outward on the screen and “straight forward” head position represents the
attentive gaze at the virtual blackboard where target hit stimuli are displayed to
the child. During playback, it is possible to observe the child’s head movements
during discrete periods when distracting stimuli are presented around the class-
room. Head movements away from the centre of the screen represent the child’s
actual movements to follow the distracting stimuli on each side of the classroom
instead of the face forward position required to view the target stimuli. This
presentation format delivers an extremely intuitive understanding of the
distractibility of children diagnosed with attention deficit hyperactivity disorder
(ADHD) during VR classroom performance testing. In the initial prototype of
this system, we can deliver side-by-side concurrent performance of both a non-
diagnosed and ADHD child and observe the stark contrast in their head turning
away from the target stimuli during distraction periods. Thus far in selected case
comparisons, the non-diagnosed children are noticed to turn in the direction of
the distraction very briefly, but nearly immediately return to the on-task pos-
tion. By contrast, the children with ADHD are often observed to look away and
then continue off task for varying extended periods of time resulting in subse-
quent omission performance errors. The “head to head” playback of these head
movements serves to underscore, in an intuitive manner, the significant findings
of off task head position that were revealed from the complex statistical
analyses of these movement data. Integration of this form of intuitive perfor-
ance record review could serve to provide insight for understanding the behav-
ior of ADHD children to professionals, parents and perhaps even the tested
child, in a manner not possible with graphs and data tables. This is an asset in
which VR may add value across all areas of performance testing and training
that is not readily available with existing traditional tools.

The capacity to pause assessment, treatment and
training for discussion and/or integration of other
methods
In the assessment and rehabilitation of complex behaviour and/or functional
activities, feedback is often an integral component. Similar to the previous
asset regarding the availability of a naturalistic performance record, VR
allows for a cumulative record to be reviewed at any point in the testing and
training sequence. Specifically, immediate external therapist response to
client performance is one form of feedback that is commonly seen in the
rehabilitation of clinical populations. This may be of particular value for
clinical populations who have memory difficulties that require more frequent
review and feedback during a training session. While this may be possible
through “traditional” approaches (i.e., one can always pause analogue NP
testing and training), VR’s unique assets offer the opportunity to pause or
“freeze time” in the middle of a functional “real-world” simulated task. This
can result in additive learning benefits, whereby you can “stop and evaluate” not only individual performance, but also by examining what environmental elements may be affecting performance. For example, during activities in a VR kitchen for the completion of a simple task (i.e., heating soup from a can), performance may be paused for the correction of errors (missed procedure steps), evaluation of safety elements of the task (where are the sharp objects?) or discussion of perceptual difficulties (inappropriate visual scanning).

Thus, the ability to pause performance “mid-digitalstream” may also foster better processing and discussion of decision making elements of performance. This may be useful for individuals with frontal lobe damage who have compromised executive skills and subsequently may benefit from an on the spot review of their step-by-step decision making process. In addition, VR may allow for the clinician to monitor performance and provide problem solving guidance to test out potential alternative solutions, that when integrated into the rehabilitation intervention, may help increase client self-awareness of assets and limitations. For some tasks, the opportunity of combining immediate feedback and processing/discussion, obtainable through VR, may offer safety options not possible in the real world. For example, in driver re-training for individuals with cognitive compromise, the ability to pause performance mid-task and provide guidance may support an increased level of “awareness”, which may serve to enhance learning and recall. Participants experiencing an “accident” in a driving VE, can be immediately “pulled over” and assisted in identifying errors that lead to the accident. This may result in fostering a heightened client awareness of the rehabilitation experience due to the immediacy and better specificity of performance feedback.

The design of safe testing and training environments that minimise the risks due to errors

As alluded to in the VR driving example above, when developing certain functionally based assessment and rehabilitation approaches, one must consider the possibility of safety risks that may occur during activities designed to test and train abilities in the real world. Driving would probably represent one of the more risk-laden activities that a client with CNS dysfunction would undertake in order to achieve functional independence. However, even simple functional activities can lead to potential injury when working with persons having CNS-based impairments. Such potential risks can be seen in the relatively “safe” environment of a kitchen (i.e., burns, falls, getting cut with a knife) as well as in more naturally dangerous situations such as street crossing, the operation of mechanical/industrial
equipment and driving a motor vehicle. Additionally, the risk for client/therapist injury and subsequent liability concerns, may actually limit the functional targets that are addressed in the rehabilitation process. These “overlooked” targets may actually put the client at risk later on as they make their initial independent efforts in the real world without having such targets addressed thoroughly in rehabilitation.

This is an area where VR provides an obvious asset by creating options for clients to be tested and trained in the safety of a simulated digital environment. The value of this has already been amply demonstrated in the predecessor field of aviation simulator research where actual flying accidents dropped precipitously following the early introduction of even very crude aircraft simulation training (Johnston, 1995). Thus far, this asset has served as a driving force for VR system design and research with clinical and “at-risk” normal populations. Such applications include: street crossing with unimpaired children (McComas, MacKay, & Pivak, 2002), populations with learning and developmental disabilities (Strickland, 2001; Brown et al., 1998); and adult traumatic brain injury groups with neglect (Naveh, Katz, & Weiss, 2000); kitchen safety (Rose, Brooks, & Attree, 2000); escape from a burning house with autistic children (Strickland, 2001); preventing falls with at-risk elderly people (Jaffe, 1998); use of public transportation (Mowafty, & Pollock, 1995) and driving with a range of clinical populations (Liu, Miyazaki, & Watson, 1999; Rizzo, Reinach, McGehee, & Dawson, 1997; Schultheis, & Mourant, 2001). In addition to the goal of promoting safe performance in the real world, some researchers have reported positive results for building a more rational awareness of limitations using a VR approach. For example, Davis and Wachtel (2000), have reported a number of instances where older adults, post-stroke, had decided not to continue making a return to driving a primary immediate goal after they had spent time in a challenging VR driving system. It is expected that the VR driving literature will grow as more attention is focused on preventing risk in both novice and aged populations.

Finally, one concern that may exist with this asset involves the potential that practice of activities that are dangerous in real life, within the safety of a VE, might create a false sense of security or omnipotence that would put the client at risk upon subsequent action in the real world. In essence, can safe transfer of training occur in the real world when the consequences of errors are prevented from occurring in the VE? This is a very challenging concern that will need to be considered carefully. Perhaps one option would be to provide a noxious sound cue, contingent on the occurrence of dangerous errors in the VE, as a means to condition a proper attitude of caution in clients. This concern further underscores the need for a professional to closely monitor client activity in order to recognise possible patterns of risk-taking behaviour that could emerge when using such VEs.
The capacity to improve availability of assessment and rehabilitation by persons with sensorimotor impairments via the use of adapted interface devices and tailored sensory modality presentations built into VE scenario design

One of the current challenges in neuropsychology concerns the adaptation of NP assessment and rehabilitation methods for use by clients with significant sensory and motor impairments. And when such adaptations are attempted, the question often arises as to how much does a client’s performance reflect centrally based cognitive dysfunction vs. artefacts due to more peripheral sensorimotor impairments. VR offers two ways in which this challenge may be addressed in the testing and training of cognitive and everyday functional abilities in persons with sensorimotor impairments.

One approach places emphasis on the design of adapted human–computer interface devices in a VE to promote usability and access. The thoughtful integration of adapted interface devices between the person and VR system could assist those with motor impairments to navigate and interact in functional testing and training VR applications (beyond what might be possible in the real world). Such interface adaptations may support actuation by way of alternative or augmented movement, speech, expired air, tracked eye movement and by way of neurofeedback-trained biosignal activity. While an extensive literature exists in the area of interface design for persons with disabilities and on concerns about an emerging “digital divide” (LaPlant, 2001), those domains are beyond the scope of this article. However, two examples should serve to illustrate this potential in the VR area. One basic example involves the use of a gaming joystick to navigate in a VE that was found effective for teaching wayfinding within a VE modelled after an amnesic client’s rehabilitation unit (Brooks et al., 1999). These authors partially attributed the observed positive training effects to the client’s capability for quicker traversing of the VE using a joystick compared to what her ambulatory impairments would allow in the real environment. This strategy supported efficient use of training time. A more technically complex approach uses “biosignals”, as seen in the use of the “Cyberlink” system (Doherty, Bloor, & Cockton, 1999). Initial results using this system suggested that persons with extreme motor and language impairments following stroke and traumatic brain injury were able to communicate using an EEG/EOG/EMG-driven cursor on a flatscreen computer. With continued advances in adapted interface technology, these approaches could support VE navigation and interaction in persons with motor impairments and serve to promote better access to cognitive and functionally based assessment and rehabilitation. As well, by minimising the impact of peripheral impairments on performance, centrally based performance components may be more efficiently tested and trained.
A second approach to this challenge has been to tailor the sensory modality components of the VE around the needs of persons with visual impairments. The few efforts in this area have mainly attempted to build simulated structures around the use of enhanced 3D sound (Lumberas & Sanchez, 2000) and tactile stimuli (Connor, 2002: see Asset 4). For example, Lumberas et al. (2000), aiming to design computer games for blind children, created a 3D audio VR system referred to as “AudioDOOM”. In this application, blind children use a joystick to navigate the mazelike game environment exclusively on the basis of 3D audio cues (i.e., footstep sounds, doors that “creak” open, echoes, etc.) while chasing “monsters” around the environment. Following varied periods of time in the VE, the children are then given Lego to construct their impression of the structure of the layout. The resulting Lego constructions are often noteworthy in their striking resemblance to the actual structure of the audio-based layout of the maze. Children using this system (who never actually have “seen” the physical visual world) often appear to be able use the 3D sound cues to create a spatial-cognitive map of the space and then accurately represent this space with physical objects (i.e., Lego, clay, sand). Examples of some of these constructions are available on the Internet (http://www.dcc.uchile.cl/~mlumber/audiodoom/audiodoom.html). While still in the “proof of concept” stage, it would be possible to conceive of such 3D audio-based environments as providing platforms for testing and training of persons with visual impairments at any age.

Finally, the use of haptic simulation tools has been investigated as a method to create VE applications for persons with visual impairments (Jansson, 2000). However, the technology to deliver convincing touch-based simulations is still in the very early stages of development and readers interested in further details are referred to McLaughlin, Hespanha, & Sukhatme (2002).

The introduction of “gaming” features into VR rehabilitation scenarios as a way to enhance motivation

Plato was reputed to have said, “You can discover more about a person in an hour of play than in a year of conversation.” (cited in Moncur & Moncur, 2002). This ancient quote may have particular relevance for future applications of VR in neuropsychology. Observing and/or quantifying a person’s approach or strategy when participating in a gaming activity may provide insight into cognitive functioning similar to the types of challenges found in traditional performance assessments. However, a more compelling clinical direction may involve leveraging gaming features and incentives for the challenging task of enhancing motivation levels in clients participating in rehabilitation. In fact, one possible factor in the mixed outcomes found in cognitive rehabilitation research may be in part due to the inability to maintain a
client's motivation and engagement when confronting them with a repetitive series of retraining challenges, whether using word list exercises or real-life functional activities. In this regard, an understanding of gaming features and their integration into VR-based rehabilitation systems to enhance client motivation may be a useful direction to explore for a number of reasons.

There is general agreement that the peak ages for traumatic brain injury are in the 15–24 year age range (Lezak, 1995). This same age group also makes up the largest percentage of users of commercial interactive computer gaming applications and this popularity is also extending to other age groups at a rapid pace (Lowenstein, 2002). In fact, the computer gaming industry has now surpassed the “Hollywood” film industry in total entertainment market share, and in the USA sales of computer games now outnumber the sale of books (Digiplay Initiative, 2002). As such, it appears that gaming applications have become a standard part of the “digital homestead” as delivered on PCs and specific gaming boxes (i.e., Playstation, X-Box, etc.). From this, interactive gaming has become well integrated into the lifestyles of many people who at some point may require rehabilitative services. For this segment of the population, familiarity with and preference for interactive gaming could become useful assets for enhancing client motivation and engagement when designing VR-based rehabilitation tasks.

Thus far, the integration of gaming features into a VE has been reported to enhance motivation in adult client’s undergoing physical therapy following a stroke (Jack et al., 2001). As well, Strickland (2001) reports that children with autism were observed to become very engaged in the VR safety training applications that she has developed which incorporate gaming features. Further anecdotal observations suggest that children diagnosed with ADHD often have a fascination for the type of stimulus environments that occur with computer/video games (Greenhill, 1998). Parents are often puzzled when they observe their children focusing on video games intently, while teacher reports indicate inattention in the classroom. Additionally, in the first author’s clinical experience, it was observed that some of the young adult traumatic brain injury clients, who had difficulty maintaining concentration on traditional cognitive rehabilitation tasks, would easily spend hours at a time playing the computer game “Sim City”. These observations suggest that designers of rehabilitation tasks might benefit from examining the formulas that commercial game developers use in the creation of interactive computer games. These formulas govern the flow and variation in stimulus pacing that provide linkage to a progressive reward and goal structure. When delivered within a highly interactive graphics-rich environment, users are observed to become extremely engaged in this sort of gameplay. Neuroscience research in the area of rapid serial visual presentation (RSVP) may provide some scientific insight into the human attraction to these fast-paced stimulus environments. In this regard, Biederman (2002) suggests that a gradient of
opiate-like receptors in the portions of the cortex involved in visual, auditory, and somatosensory perception and recognition drives humans to prefer experiences that are novel, fast, immersive, and readily interpreted. This may partly underlie the enhanced motivation that is observed for the types of activities that are presented in interactive gaming environments. While many reasons may contribute to the allure of current interactive computer gaming, a proper discussion of these issues is beyond the scope of this article. However, the potential value of gaming applications in general education and training is increasingly being recognised and an excellent presentation of these topics can be found in Prensky (2001) along with an extensive gaming bibliography that is available at the Digiplay Initiative (2002). As VR systems in neuropsychology begin to enter the mainstream, investigation on how to integrate gaming features within rehabilitation applications is likely to become an area of intense interest in the future.

The integration of virtual human representations (avatars) for systematic applications addressing social interaction

Over the last few years, continuing advances in the underlying VR enabling technologies has allowed for the creation of more realistic and compelling virtual environment structures. One needs only to look at the recent offerings from the interactive computer gaming industry to appreciate the enhanced level of realism that is afforded by the current state of computer graphics technology. This graphics revolution has also driven the creation of ever more realistic virtual human representations, commonly referred to as “avatars”. A compelling case can be made for “populating” VEs with avatars for clinical purposes. More believable virtual humans inhabiting VEs would open up possibilities for assessment and rehabilitation scenarios that target social interaction, naturalistic communication and awareness of social cues. As well, avatars could perhaps serve as “personal” guides that provide instruction or feedback to users operating in a VE. The existence of avatars in VEs could also serve to enhance the realism of VR scenarios that may in turn promote the experience of presence. Such enhanced presence or suspension of disbelief while in a VE might serve to increase psychological engagement in a training scenario, and hence, could foster better generalisation to the real world.

However, while advances in avatar design can be readily appreciated in the highly processed fixed forms typically found in computer gaming and in the film, Final Fantasy, the creation of believable characters that can support real time interaction within a VE is still a non-trivial endeavour. Indeed, Alessi and Huang (2000) have pointed out that until recently, “virtual humans” have mainly appeared in mental health scenarios to “... serve the
role of props, rather than humans” (p. 321). This has been mainly due to challenges for both the creation of avatars that can dynamically communicate non-verbal implicit signals via facial and body gestures and in the capacity to drive such avatar expression/interaction with some form of artificial intelligence. Research on these issues is actually quite active from a basic science perspective (Rickel, Marsala, Gratch, Hill, Traum, & Swartout, 2002; Rizzo et al., 2001a), but high development costs and technical challenges have thus far limited progress for all but the most basic direct clinical applications.

In the clinical area, VEs populated with avatars have mainly been designed for use in exposure therapy for specific anxiety disorders. For example, early research in this area is investigating the use of video and computer graphics methods to render virtual humans for treatment of public speaking and social phobias (Anderson, Rothbaum, & Hodges, in press; North, North, & Coble, 2002; Pertaub, Slater, & Barker, 2002; Rizzo, Neumann, Pintaric, & Norden, 2001b). These are application areas that require the presence of human representations to effectively target the specific fear structure in treatment. Some of these applications have used two-dimensional photographic paste-ups of human forms (Moore, Wiederhold, Wiederhold, & Riva, 2002; Riva et al., 1999). Such applications allow the clinician to select the number of avatars that appear in the scenario (i.e., supermarkets, parties, auditoriums, subways, etc.) in order to hierarchically target anxiety as part of an exposure-based treatment approach. At a somewhat higher level of complexity, graphics-based avatars capable of dynamic expressions have been used by Pertaub et al. (2002) to target public speaking anxiety. In this study, subjects gave an oral presentation in a VR conference room with avatars in the audience whose eyes were programmed to follow the speaker’s movement. The avatars were also programmed to dynamically display facial and body cues that represented states of appreciation/interest, boredom/hostility and neutral cues. Random autonomous behaviours (i.e., twitches, blinks, nods, etc.) were also programmed into these continuously animated avatars. Results with non-phobics revealed significantly lower self-reported speech confidence when in the presence of the negative audience and higher negative ratings by females when using a head-mounted display compared to flatscreen delivery. A second study reported in this article indicated that high speech anxiety subjects had more discomfort (as measured by heart rate and self-reported anxiety) simply when speaking in the presence of avatars compared to a no avatar condition. For our purposes, these results indicate that subjects were reacting to avatars “as if” they were real members of an audience. Along these lines another research group has used avatars in a group of scenarios as part of a research programme that is replicating traditional social psychology studies on social distance, behavioural facilitation/inhibition and conformity. This work has
also revealed the occurrence of a similar suspension of disbelief, with subjects responding to graphics-based virtual humans in a manner similar to previous experiments using real people (Blascovich et al., 2002).

Other groups have begun experimenting with the incorporation and VR delivery of dynamic video clips of humans for public speaking anxiety (Anderson et al., 2000) and for social phobia and anger management (Rizzo et al., 2001b). Early case study results on the head-mounted display speech anxiety applications that use “pasted-in” videos of audiences that vary in size and demeanour have been positive (Anderson et al., 2000). Our social phobia and anger management scenarios using 360-degree panoramic video (Rizzo et al., 2001b) has produced 15 test scenarios (party and work scenarios) that are currently being evaluated. The incorporation of 2D video in a VE may provide more realistic rendering of actual scenes, but also has some limitations, among them restrictions in the user’s capacity to explore and navigate “within” the environment as is possible in 3D graphics. Also, once video is captured, it becomes a “fixed” medium that can limit the flexible control of events that is needed for some types of training applications.

The integration of avatars is a potential asset for VEs designed to target NP issues, although this “asset” has rarely been implemented in any systematic fashion for applications with persons with CNS dysfunction. This may primarily be due to an early emphasis on testing and training performance on “tasks” in VEs that mainly involve navigation and perception/interaction with objects. For example, Rizzo et al. (2000, 2002b) has incorporated a virtual teacher within a VR classroom designed to assess attention processes, but this avatar is only capable of delivering instructions and providing verbal commands for various cognitive challenges using fixed audio file inputs. Other avatars appear in the VR classroom to serve as “distracters” during testing, by way of their position in adjacent seats and via their entrance in and departure from the classroom scenario. In an environment similar in concept to the VR classroom, this same approach is being developed in a VR office scenario designed to assess a wider range of cognitive processes (Schultheis & Rizzo, 2002). In this application, avatars that represent co-workers and supervisors exist in the office as distracters and to deliver verbal commands to look out for and report the occurrence of various target stimuli at a later time as part of a prospective memory assessment. Avatars that represent animals that have anthropomorphic features have also been used in VEs as guides to assist children with learning disabilities on street crossing, yard safety and escape from a burning house (Strickland, 2001).

These sorts of applications illustrate the types of first steps that have been taken for VR avatar integration in NP applications. However, with technological advances, it is likely that avatars could play a more dynamic role in VR assessment and rehabilitation applications. Already, advanced research is demonstrating the feasibility of developing avatars that are “fuelled” with
artificial intelligence, aimed at fostering more “authentic” real-time interaction between “real” humans and virtual characters for training purposes. For example, Rickel and Johnson (1999) have reported success in the implementation of an avatar with artificial intelligence named “Steve” who serves the role as “instructor” for a virtual training environment targeting the operation and maintenance of equipment on a battleship. As well, similar avatar applications for testing and actual training of tactical decision making performance for crisis responses in US Army peace-keeping operations are under development (Rickel et al., 2002). These applications could be said to emulate the type of interactions that occur with holographic characters as has been portrayed on the “holodeck” in various versions of the science “fiction” TV series “Star Trek”. With these research efforts in mind, it is reasonable to consider that future avatar-based VEs could be designed to address self-awareness, social interaction, emotional and vocational targets in persons with CNS dysfunction. This would allow for VE application development that is in line with a “holistic” conceptualisation of NP rehabilitation (Prigatano, 1997), while at the same time serving to better integrate cognitive and learning theory-based approaches (Wilson, 1997) within a unified assessment and rehabilitation platform.

The potential availability of low-cost libraries of VEs that could be easily accessed by professionals

The future evolution of VR as a useful and usable tool in neuropsychology will be driven by three key elements. First, continuing advances in the underlying enabling technologies necessary for VR delivery, along with concomitant hardware cost reductions, will allow VR to become more available and usable by independent clinicians and researchers. Second, this potential for increased access and the impact of market forces will result in further development of new VR applications that target a broader range of clinical and research targets. And finally, continued research aimed at determining reliability, validity and utility will help establish certain VR applications as mainstream NP tools. Contingent upon the occurrence of these events, it will be possible that in the future, neuropsychologists will be able to purchase a VR system that provides them with a suite of environments (i.e., home, classroom, office, community, etc.) within which, a variety of testing and training tasks will be available. This has already occurred in the area of VR anxiety disorder applications with no less than three companies marketing systems in this manner. Internet access to libraries of downloadable VR scenarios will become a likely form of distribution. Data mining, scoring and report writing features will also become available similar to what currently exists with certain standardised tests. As well, highly flexible “front end” interface programs will allow clinicians and researchers to modify stimulus delivery/
response capture parameters within some VEs and tailor system characteristics to more specifically meet their targeted purposes. This level of availability could provide professionals with unparalleled options for using and evolving standard VR applications in the service of their clients and for scientific aims.

In anticipation of these possibilities, a parallel objective within ongoing VR research is to determine the most efficient and ethical mechanisms for creation and distribution of VEs. Although promising in concept, the evolution of VR as a clinical tool raises numerous questions regarding the application of technology with clinical populations. One concern is the potential impact on the patient–therapist relationship. Earlier applications of computers in cognitive remediation were met with criticism from professionals who argued that the introduction of computers was equivalent to the removal of the therapist. As well, will greater access to VR applications via the Internet encourage individuals to undertake self-treatment without feeling the need for professional guidance? Will slick marketing of costly VR rehabilitation programs that lack evidence for effectiveness entice naïve clients and deliver no tangible benefit? For a review of some of the ethical issues relevant to the use of VR in clinical practice and overall societal impact, the reader is referred to Rizzo, Schultheis, and Rothbaum, (2002c).

Such concerns underscore the need for the careful definition of VR as a clinical tool, not unlike the various instruments currently used by therapists for assessment and rehabilitation (e.g., psychometric tests, biofeedback procedures). Ultimately, the goal of providing “low cost libraries” of VR applications will be driven by both scientific evidence and market forces. While this will provide options for professionals, the clinical judgement as to what VR applications are appropriate should remain an individualised decision between an informed patient and clinician, as is the case with currently available NP methods.

The option for self-guided independent testing and training by clients when deemed appropriate

Independent self-assessment and “home-based” skills practice by clients are common components of most forms of rehabilitation. Generally, it is accepted that by having clients do “homework”, that this will promote generalisation of skills learned in treatment proper, to everyday behaviour. The widespread increase in access to personal computing over the last decade has also encouraged the autonomous use of computerised cognitive self-help software by clients (for better or worse). As such, it is likely that the independent use of VR will also become more common as access to systems and software expands in the future. Notwithstanding the potential for shoddy VR applications to reach the marketplace with little evidence to support their efficacy or value, the option for independent VR use (when “guided” by an
appropriate professional) could be viewed as an asset for a number of reasons. When compared with existing computerised testing and training formats, VR is distinguished by its capacity to provide higher levels of both immersion and interactivity between the user and the VE. These unique features are seen to enhance the suspension of disbelief required to generate a sense of presence within the VE. When this psychological state of presence occurs, it is conjectured to create a user experience that may influence task performance (Sadowski & Stanney, 2002). This user experience may produce behaviours that are different from what typically occurs in persons undergoing traditional testing and training due to the user’s attention being more occupied “within” the VE. As well, the user experience may be less “self-conscious” due to the perceived removal of the test administrator from the immediate personal and attentional space. This experience could provide a unique qualitative window into how people perform tasks when operating in a more independent and autonomous fashion. For example, if clients were allowed to interact freely within a functional VE (i.e., office, shopping mall, home, etc.) that contained very subtle test challenges, the recording and later observation of more naturalistic client behaviours would be possible. This could include observing how individualised compensatory or problem-solving strategies are spontaneously employed when challenged with a complex situation. As well, this may also be of value for monitoring decision-making in the assessment of potentially hazardous real-world skills in a VE, such as driving an automobile.

Another approach might involve the development of a scenario that allows for repeated visits in which the user must monitor and make adjustments in controllable events occurring in the VE over longer periods of time (with progress “saved” at the end of each visit and carried over to the next). This would be akin to what occurs in the game Sim City and might provide insight into the factors that influence client performance extended over long periods of time. Similarly, for the retraining of specific skills, a client’s autonomous interaction with the dynamic features of a VE could help capitalise on the established benefits of active learning over more passive approaches. In this area, differential learning effects have been reported in VR training, with active interaction better supporting route learning (Rose et al., 2001) and mental rotation training (Rizzo et al., 2001c) compared to passive observation training. Such studies lend support for a rehabilitation perspective that underscores the significance of empowering individuals by providing active opportunities for error and experience. While traditional NP rehabilitation may value the opportunities for self-guided evaluations and practice, often feasibility is limited for a variety of reasons (i.e., limited therapy time, safety concerns). In this regard, the use of VEs may provide a mechanism for allowing safe, repeatable, self-guided, independent testing and training.
While this asset may offer a useful option for clinical assessment and retraining, it is not without the potential for risk. That is, while immersion and interactivity may enhance the “realism” of a VE, these same features may also create difficulties for certain individuals with psychiatric conditions or cognitive impairments that produce distorted reality testing. Specifically, such conditions could result in increased vulnerability for negative emotional responses during or following VR exposure. Although such incidents have yet to be reported in the VR literature, insurances for monitoring behaviour and responses during VR exposure become an ethical responsibility for the professional. While current therapeutic uses of VR still require a clinician to be present, future applications may not have this requirement and this potential “opportunity” again underscores the need for advance consideration of the ethical issues pertinent to the use of VR as a clinical tool.

CONCLUSIONS
It is our view that the use of computer-based VR simulation technology will play an increasing role in how NP assessment and rehabilitation is done in the future. Advances in the underlying enabling technologies and continuing cost reductions in system hardware are expected to make it possible for VR shortly to become a mainstream tool in this area. With this view in mind, this article has aimed to provide a detailed specification of the assets that are available when using VR for NP approaches. VR is not a panacea for all challenges in neuropsychology. It may also be unlikely that any one application would make use of all of the assets specified in this article. However, it is hoped that neuropsychologists with an interest in developing and/or applying VR applications will find this detailed asset specification useful for targeting areas that could maximise value in their area of expertise. Although some overlap between certain assets may seem to appear at first glance, each asset is seen to represent a unique facet that could be harnessed to address specific challenges in neuropsychology. Also, by integrating examples of current NP rationales and applications with specific reference to component VR assets, it is hoped that clinicians and researchers may use this information to communicate more effectively with computer science-based VR system developers. The task of building really good VR/NP systems that are both usable and useful is a challenging endeavour that requires a multidisciplinary mix of domain-specific knowledge. This can be best accomplished by combining an informed view of what is possible with the technology with what makes the most sense from a clinical perspective. With proper attention to these issues, it is hoped that effective VR system development will bring the benefits of the information age to those with impairments due to CNS dysfunction.
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